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Performance of ALE3D on the ASCI Machines

W. S. Futral lll, E. I. Dube, J. R. NeeY, T. G. Piace
Lawrence Livermae National Laboratory

With the anticipated delively of the ASQ Blue Pacific S machine approaching, the scaling and
performane on large numbes of processos for B Division applicatiors codes hawe becone a
matte of consideable interest Beside the practicd impad on usess (achievable problem size
and run time), the application codes performane are the ultimate measue of the succes of the
ASQ machines The ALE3D code was usal to evaluake the performane of the current Blue
Pacific Technicd Refedh hardware and softwae in various modes of running. e will present
resuls and analyss of the performane behavia from this study, along with resuls from other
ASQ machines While gathering statics from use problemrunsiseag to do, it is difficult to ana-
lyze the variation in performane from problem to problem or to adjug the problem siz consis-
tently for scaling studies Trivial problens can be used but may not wel refle¢ the actual
performane uses can expect For this study, a series of problens were usal that refled the char-
acteristics of red use problems but allow for uniform constam work per processo scaling of
problem size and well understod communicatia characteristics betwea processorsAdditional
resuls for fixed-siz problens are presented Rurs were dore using differert messag passing
mode (Usa Spacel.P. protocol), processos per node and environmen setting to investigate
the IBM SP2 performanaharacteristics. (U)

Keywords: hydrodynamics, ASCI, performance
A Brief Int roduction to ALE3D

A General Description.ALE3D is a finite element code that treats fluid and elastic-plastic
response on an unstructured grid. The grid may consist of arbitrarily connecibedra, and
the mesh can be constructd from disjoint blocks of elemeng which interad at the boundarisvia
slide surfaces. Nodes can be designated as relax nodes and ALE3D will adjust their position rela-
tive to the material in order to refe distortion or to immve accuray or dficiency. This relax-
ation process can al nodes to cross material boundaries and create multi-material elements.

The bast computationb step consiss of a Lagrangia step followed by an advection or
rema step In the Lagrangia phasenodd forces are accumulatd and an update nodd acceler-
ation is computed The stres gradiens and strain rates are evaluatel by alowed orde finite ele-
mert method A diagond mas matrix is used Seconl orde accura&y is obtaine with agrid that
is staggered in both space and time.

The advection or rema st allows for eithe a pure-Euleria calculation in which the nodes
are placed bad in their origind positions or a more compkx schene involving mes relaxation
techniquesThis nodd motion or relaxation generatsinter-elemer fluxes which mug be usel to
updae velocities massesenegies stresseand othe constitutve properties Second-ordeaccu-
rate schemes are required to perform this operation wificisat accuray.

The interaction at slide surfaca can consis of pure sliding in which there are no tangential
forces on interfae nodesor the nodes may betied to inhibit sliding entirely, or acoulonb friction
algorithm can be used, Voids may open or close betwea the surface dependig on the dynamics
of the problem and there is an option to allow ablock to fold bad on itseff (single-sidé sliding).
Where no void is presentthe normd forces on eithe side of the slide surfae are accumulatd and
usal to produ@ anet acceleratia of the nodes on the surfa@ consistetwith the cente-of-mass
motion The ability to remove slide surface allows for the flexibility for advecting acros these
boundaries.
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ALE3D isore of the next generatio ASCI codes simulatirg safey and manufacturig prob-
lems In orde for the code to solve the types of problems new code physics as sea in Figure
1., mug be addel to accuratel predid the response to hazad scenarie and manufacturing

needs.
Chemistry
@ Thermal and

Diffusion

Mechanical

low and Turbulent Mixing
Figure 1. The Physics in ALE3D.

The Parallelization of ALE3D. ALE3D is parallelized across the problem space using
domain decomposition. The implementation uses MPI to communicate across processor bound-
aries, and threads (implemented with compiler dives) withexplicit memory copies to com-
municate on SMP type nodes.

The amoun of communicatio requiral is dependenon the type of calculation being run.
Any problem running without afixed timestg has one globd reduction per cycleto determire the
minimum timestg acros processorsAll othe communicatios referred to here are point-to-
point, with da@& being transferrel betwe@& domairs which are geometricaly connectd in the
problem space.

Problens running explicit hydrodynamis without advection requite a single communication
in the Lagrang step to colled the sum of the forces at nodes along doman boundariesSome
optional algorithms (e.g. Monotonic Q) require more communication.

Problens running advection require a mud greate amourt of communicationboth in terms
of the numbe of communicatio points and the amoun of dat typically sent A rough break-
down of the stefs performel in the advection are nodd relaxation calculation of volume fluxes;
identificatian of mixed elemens$ and interfag reconstructionadvection of elemei centerd vari-
ables and momentun (node centeredl advection The amourt of communicatio required for a
particula problam is often dependenon both the algorithns chosa by the use and the amount
of mixed element data which needs to be communicated near domain boundaries.

Nodd relaxation requires arourd 7 communicatio stes per iteration One communicatio is
requira to refresh first orde nodd coordinateswhile the red are useal to propaga relaxation
weights, and to smooth the relaxation near boundaries where relaxation wdights di

Nodd relaxation at materid boundaris will generag new mixed materid elementsDescrib-
ing the layou of thes new mixed elemens at doman boundaris requires acommunicationAs
with almog all of the communicatio dealirg with mixed elemens in ALE3D, this communica-
tion isnon-symmeti in that adoman sendirg datato a neighborirg doman may not necessarily
nedl to recave data In addition the amour of mixed data being communicatd canna be known
apriori - requiring asmal communicatio just to provide neighborirg domairs with this informa-
tion.

Interface reconstructia is the proces of figuring how mud of ead materid in amixed zone
istransferre acros ead face once the volume fluxes are known. Becaugs ALE3D uses asingle-
step advection schene (versis a 3D “sweefd algorithm) the code mug be carefu not to “overde-
pleté’ azore by transferrig more materid out of a zore than exists in tha zone This entire pro-
cess requires on the order of six communicationsyuze.

2
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Advection of elemen centere variables is asecomnl orde calculation which requires that
dat@in ghog elemens up to two zones away from doman bounday elemensin the locd domain
have refreshe data Transfe of this datis by far the larges communicatio in the coce - as it
requires transfe of approximate} 20 elemen centere variables into first and secom orde ghost
elements.

Momentum advection requires severd communicatio stegs akin to the communicatia in the
lagrange step which summael the partid force values In the momentun advection mas and
momentum fluxwvectors are summed at the nodal boundaries.

Of course if there are slide surfacesadditiond communicatio will be required which is
described belv.

All in all, the amournt of communicatio requirel to run advection is abou 20 times that
requiral in the lagrang step The amourt of time spert in computatio in the advection step is
approximatey five to six times that of the lagrang step Basel on this, we would exped advec-
tion problems not to scale as well as “pure lagrange” problems.

In slide surfa@ calculationsthe two sides of the surfae exert forces on ead othe, with the
resut tha the net acceleratiosof the two sides are equd in the direction normd to the surfacelIn
the tangentiddirection the sides are allowed to slip relaive to ead othe. In orde to calculat the
net acceleratio at a node information mug be available not just for the node but for a patd of
nodes adjacent to it on the opposing side.

This adds compkxity to the parallé algorithm becaus the adjacey of the two sides con-
stantly changs as the surfa@ slips tangentialy. In general adjacetn nodes on the two sides will
resice on differert processa@ in the elemen decompositionand as the surfae slips the proces-
sors themseks holding adjacent nodes will change, aswshin Figure 2.

domain 1 domain 1

-— -

domain 2 domain 3 domain 2 domain 3

Figure 2. The Dynamic nature of the slide surface decomposition.

. The approab taken in ALE3D is to use a separat decompositia for slide surfacesNodes
on one side of a surfa@ (the “master side are assignd statically to the various process@in a
load-balancd manne, and then nodes on the othe (“slave”) side of the surfae tha are currently
“close’ to the mastes on a processpare assignd to the sane processo At the stat of aslide cal-
culation the requirad daais transferre from the elemem decompositia to the slide decomposi-
tion, with the resuls transferrel bad at the end of the slide calculation As the problem evolves,
both the sizes of messages and which processors communicate changes.

In the currert implementation the communicatio coss of determinirg which processors
communicag and updatirg the node adjacery information both increag with processo count.
Work is currentl in progres on a truly scalabé algorithm which will capitaliz on the limited
amount of tangential avement albwed per timestep.
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Scaling Roblems

The Cylinder problem. The Cylinder problem is a realistic, yet uniformly scalable test prob-
lem. This problem, shwn in Figure 3., has four materials, arranged in 6 shells, and all materials
are agtecting. There are 10080 elements per quarter section oflthder, and one section
(domain) isaquarte of the cylinder; 4 sectiors (domaing comprige acomplee cylinder segment.

1 domai e
materia p?ot 16 domains

_Final
Configuration

Figure 3. The Cylinder Problem

When the problem is large, interior domairs communicag with 8 neighborsWork and com-
munication are identical for each interior domain.

For measurig performane for this problem the work load per processbwas kept constant.
The constahwork load problem amortizes communicatio coss and awids spuriots cacle size
effects producirg a more accura¢ measue of paralld efficiency. More cylinder sections
(domains) are added to scale up the problermnkeep the work load constant per processo

The red use want to know not only how fag the code will execuk one physics cycle, but
also low performance scales as more zones are added to the problem.

i i o Thefirst performane measurementsee in Figure
' 4., is for the ASCI Red machine locatel at Sandia,
Albuguerque The Red machire shows neary linear

i scaling althoudh it has the slowed processo speed
+ o+ + o+ of the ASCI machines.
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Figure 4. Cylinder problem perfor-
mance on the Red machine.
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Figure 5. Cylinder problem perfor-

mance on Blue Mountain.
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Figure 6. Cylinder problem perfor-

mance on Blu®acific.
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The next performane results shown in Figure 5., is
for the ASCl Blue Mountan Technoloy Refresh
platform located at Los Alamos Nationd Labora-
tory, New Mexico. Blue Mountan shows excellent
linear scalirg until 128 processa are in use Two
scalirg numbes for 128 processa are shown. The
first is using all 128 processm on one box (128/
128), and the secoml using two boxes 64 processors
per box (128/64+64) Discussity the slowdown with
othe Blue Mountan uses when all processa on
the box were useal yielded the foll owing explanation:
the Blue Mountan machire nee¢ afew processors
per box to hande messag passiig and othe needs,
ard thus does not scak well to 128 processa per
box. Furthermorerunning acros boxes has not been
fully explored Pleag note tha this platform has the
fastest processor speed of the ASCI machines.

The third performane measuremenshown in Fig-
ure 6., isthe scalirg study for the ASCI Blue Pacific
Technoloy Refrehh maching locatel at Lawrence
Livermore National LaboratgrCalifornia.

The Blue Pacific machire was testal using several
communication modes:

- threads;

- us mode run with one processor per node;

- Mus mock “multipl e us mode”, using four proces-
sors per node.

- 4ip mode run with four processa using IP proto-
col.

The beg timings and beg scalirg resuls are with

the us mode communicatio method When thefinal

delivery machine are in place a versian of Musis

slated to be the communicatio mode The worst
performaneiswith threadsHowever, the threading
of ALE3D, and the corred¢ use of compile ard pro-

cesso settings has not been fully explored ard the
hope is for better results then what isvgh here.
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Finally, in Figure 7., we put all three platform results together in one graph.
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Figure 7. Cylinder problem performance on ASCI platforms.

The Sphere Problem The Sphere problem, @hin in Figure 8., incorporates slide surfaces
andexhibits a more compk communication pattern. This problem has 6 materials, arranged in
concentrt shells Interior materiat are advecting and the problan has three slide surfacesThere
are 20,020 elements per domain, and three mesh refinements, fine, medium, and coarse zoned.
The problem is decompose using spectrhmethodsOne interestimg aspetof this problenisthe
resultirg imbalane of the work load basel on the decompositia method pictured in Figure 9. In
contrast to the Cylinder problem, communication patterns are not predictable.

Sphee
64 domains

Figure 8. The Sphere Problem.
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5 secs/cycle

- 1 sec/cycle
64 domains

Figure 9. Load Imbalance with the Sphere Problem.
The first scalirg numberssee in Figure 10, are for the Sphee problan without slide sur-
faces, so that we canai the additional complication that these surfaces add.

2 domains
from Octant

Run using 4ip
i communication
g : mode.
g 3004 + * .
P + F Fine mesh
g\ 200+ + =
I Medium mesh
- Coarse Mesh

T T T T
100 1000 100,00 100000

number of processors (log scale)

Figure 10. The Sphere probleperformance on Blueacific without slide surfaces.
The next performane numbersshown in Figure 11, are the resuls of the scalirg study of the
Sphee with slide surfacesrun in severd modes using three differert meshesSeverd interesting
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issues ned to be discussd and resolved concernig thes runs Threadirg performanceard the
jumps in timings for the kge problems as &y approach 128 processors needs studying.

- ‘ ' T Run using three

//% 7 different modes

=

and three mesheq.

(sec)

£ threads
= 4ip mode
us mode

0.00

T T — T T
1.00 10,00 100.00 1000.00

number of processors (log scale)

Figure 11. The Sphere problemperformance on Blueacific with slide surfaces.

Conclusions

ALE3D Hydro demonstrateportability and scalabiliy on all three ASCI platforms Addition-
ally, eath platform has unique characterististha mug be addressefor optimd performanceWe
neeal to use the dud processoon the Red machine Threadirg performane on the Blue Pacific
Technoloy Refred platform need to be investigatedMulti-box computirg on the Blue Moun-
tain Technoloy Refredr machire mug be explored as well as threading Pleag note tha Blue
Pacific and Blue Mountan hardwae ard systen softwase are evolving rapidly. This work was

performal unde the auspics of the U. S. Departmen of Enegy by the Lawrence Livermore
National Laboratory under Contraat7405-ENG-48.
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